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AN EXAMPLE OF THE EFFECTS OF RECRULTMENT PROCEDURES ON
CORRECTING THE VALIDITY COEFFICLIENT FOR RESTRICTION IN RANGE

James O. Boone and Mary A. Lewis

I. Introduction.

Fundamental to the selection of Air Traffic Control Specialists (ATCS)
are the recruitment procedures used to attract job applicants. Although
frequently overlooked, different approaches to reéruitment can readily affect
the statistical assessment—-i.e., the statistical validity measure-—of the _
tests or devices used to qualify or rank ATCS applicants for job consideration.

Recently renewed interest in the validity coefficient can be attributed,
to some degree, to the adoption of the Uniform Guidelines on Employee-Selec-
tion Procedures (7) by the Equal Employment Opportunity Commission (EEOC), the
U.5. Civil Service Commission (CSC}, the Department &f Labor, and the Depart-
ment of Justice. Since the four agencies adopting the guidelines are charged
ultimately with insuring equitable practices in selection and other employment
decisions, for both private industry and Federal and state agencies, their
adoption of the guidelines has the effect of establishing them as a standard
for all government) and private organizations. The guidelines elaborate on the
technical standards and the size of validity coefficients for validation of
selection devices. As a result of the guidelines, the validity coefficient is
of prime interest to employers in terms of selection, placement, and promo~
tion.

It has long been recognized that the size of a correlation coefficient is
affected by the range or variance of the measures being correlated (2,4,6),
The selection test scores of persons who have already been selected for a
given tvpe of position are a more homogeneous set of measures than the scores
from the applicant group. When this more homogeneous set of measures is

correlated with a criterion of job success, a smaller validity coefficient is

obtained than would be produced by using the original and larger applicant
group's selection test scores. In a study related to selecting pilot
trainees, Thorndike (6) demonstrated that selection {in his case 13 percent of
the applicants were selected) can produce a rather drastic reduction in the
validity coefficient; one of the coefficients actually changed from a .40 to
-.03. Given thel Uniform Guidelines' emphasis on the validity coefficient, it
is understandable why employers are interested in ¢orrecting the validity
coefficient forfthis restriction in range due to selection. )

Thorndike (6), Gulliksen {(2), and others have given various formulas to
correct the validity coefficient for restriction in range. However, the
appropriate use of these correction formulas has been the source of some

1



discuseion. While there is a genecral agrecment in the literature thal extreme
selcction poses ' a considerable threat to the accuracy,of the corrections (1,

3,5), there have been questions about vzolatlng the assumptions underlying
the [ormulas (l)

The purpose” of this paper is to investigate a frequently ipnored issue in
selection research that can have a sizeable effect on the correction of a
validity coefficient for restriction in range. The present study will cxplore
an example of the effects of recruitment styles on the magnltude of the

“validity cocfficient that has been corrected for restriction in range and

suggest one method to help minimize these undesirable effects.’

I1. An FExample.

Suppose, for example, that two companies, or agencies, A and B, ecach
hired 50 persons over a period of time to perform essentially the same job.
The same selection test was cmployed by both companies. As a standard prac-
tice,company A maintained a general ad in the local newspaper and, when
persons responded, they related to the respondents”what jobs were available
and then tested those applicants who were interested. Company B, however, had
a different recruitment policy. Company B advertised specific jobs, stating
specific qualifications that must be met prior to the applicant's being
tested. In both companies the applicant groups and the hired groups were
proportional to the available work force population in terms of race and sex.
Both companies performed a validity study and corrected the validity
coefficients for restriction in range.

~ Im the situation described above, company A will have tested a group of
applicants with a wider range of abilities and consequently will have a
considerably larger variance among their applicants' test scores than will
company B. The rescarch question to be answered by the present study is:
What effect do these recruitment styles, and their resulting applicant group
variances, have on the corrected validity coefficient? 1In order to answer
this question, several different unrestricted, or applicant group variances
were used in the correction formula with the vestricted, or selected group

variance held constant to determine the effect of the different unrestricted

variances on the magnitude of the validity coefficient.

I11. Methods.

The formula used to correct for restriction in range in the preeont study
is Thoradike's formula 6 (ref. 6, p. 173) or its equivalent, Gulliksen's
formuta 18 {(ref. 2, p. 137): :

S8x
Xy =
RRxy = Y _Sx (1
: " SSx'3
1-ny2+ny'- gx
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where SSx2 = the applicant group's test variance, Sx2 = the selected group's
test variance, Rxy = the correlation between the selected group's test scores
and a criterion of job success, and RRxy = the estimated correlation between
the applicant group’s test scores and a criterion of job success. The differ
ence between the variance on variable x for the applicant group (55x2) and

the selected group (Sx2) is used in the formula to represent the amount of
restriction in variance due to selection on variable x.

To demonstrate the effect of_usiﬁ% different applicant group variances
to correct the validity coefficient, the following proccdure was employed.
Formula 1 was used with the ratio §Sx/Sx varied from 3.0 to 2.5 to 2.0 to 1.5 s
RRxy was then estimated by formula 1 while varying Rxy from .01 to 1.00 in
increments of .01,

IV. Results.

Figure 1 demonstrates the effects of using different unrestricted
variances in the correction formula. The RRxy estimates are plotted as a
function of Rxy for each of the four unrestricted variances,

Table 1 shows the mean RRxy estimates for each of the four unrestricted
variances and the standard deviations of the estimates. The means were
computed by converting the correlations to Fisher's z.

TABLE 1. Means for the Estimates of RRxy for
Each of the Four $Sx/Sx Ratios '

Means of
§5x/5x Ratios RRxy Estimates
1.5 0.605
2.0 0.672
2.5 0.709
1.0 0.755

V. Discussion.

It is clear from Figure 1 and Table 1 that as the $5x/Sx ratio becomes
larger, the magnitude of the corrected validity coefficient also increases. Fow
As the values of Rxy move toward the middle values, the discrepancies between
the estimated validity coefficients for the different unrestricted variances
become even more pronounced. To extend the hypothetical situation to the
given example, if company A had an SSx/Sx ratio of 3.0, and company B had an
8Sx/Sx ratio of 1.5, as illustrated in Figure 1, at an Rxy value of .10,
which is a practical value for an explicitly restricted correlation, the
corrected validity coefficient would be .14 for company B and .26 for company
A. The increase in applicant variability resulted in an estimated correlaticn
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for company A that was almost twice that for company B even though the
persons selected for the jobs were the same.

/

The stipulation in the Uniform Guidelines concerning the sample used for
‘validity studies is that the sample . . . should insofar as feasible include
the racial, ethnic, and sex groups normally available. . .". However, the
convention of using the applicant variance as an estimate of unrestricted
variance is not a guideline nor a necessity. For companies which prefer to
recruit by advertising in a highly specific manner, ome solution would be to
obtain the unrestricted test variance by administering the selection instru-
ment to other applicants regardless of what job they are seeking. This method
would help alleviate the restricting effect of recruitment procedures, since
the variance used in the correction formula would not have been restricted as
much by recruitment. This procedure would alsc aid in appropriately maximizing
the corrected validity coefficient, because the estimated unrestricted
validity coefficient would be a better generalization to the available labor
market, which is a requirement of .the Uniform Cuidelines. Failure to use
appropriate correction techniques can result in an underestimate of the
validity of selection tests and may leave a company vulnerable to divergent
interpretations under the Uniform Guidelines.
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A STATISTICAL PROCEDURE FOR ELIMUNATING EXTREME, DEVIANT SCORES FROM
THE LONGLTUDINAL ALK CIRAFFIC CONTROL DATA BASE

Jagwes "0, Boone

1. Introduction,

With large files of data it is to be expected that some of the columns
of data will contain inaccuracies. For example, on a miltiple choice test
oceasionally somy individuals mark the same aption for every item. Others
may mark the sane option for several items in a vow consistently throughout
the test. These types of problems arve vasily climinated by 1uspout1ou of
the answer sheets.  Another puuu:blc source of inaccuracies is date input
errors.  Each column of data is manually input by haud and carefully

crosschecked; however, data aput ervoers may still oceur. I the case of
input erver, if a score lices sutside the range of poRsiBlF seoriF Tor that
test, it can readily be seen and corrected, Inaccuracies of the type
listed above are uwsually detected by close inspection,

There are ofher situations where inaccuvacies can oceur that cannot be
detected by inspection,  For example, inacvurate data inputs that are
within the range of possible test scores cannot be identified by tnspection,
Therve is what i3 termed the "christmas tree” effect, where a person simply
goes dowm the aaswer sheet and marks options at random,  Another example
occurs when a person answers the first few items upprnprialv!v and theu
pets out of kequence by one item in marking the remining ttems, ALl of
these situations can affect the accuraey of the Jdata, while producing
scores that are within the range of possible scores.  Inaccurate data of
this type cannot be identified by inspection, '

To comply with 1.8, Civil Service Conmission (USC)Y yequirements in
eliminating data that is not an obvious error, an appropriate statistival
procedure amd criterion must be emploved.  Removal of erroncsus data in
the ATCS ‘Ouhlludlnll data base by means of an Jpplupllalc ¢ldt!nllkdl
procedure and criterion is the concern of this paper.

IT. Mot hthlﬂ.

The gegeral idea of olbiminating extveme, deviant sceres that appear
ta belong td o differcnt pupuldtlun than the |‘mJ1n;nL Jata involves the
development of a reasenable eriterion oy rule for seore etimination.  The
followim p;ugodurvn cuploy the notion of diatance and probability to
doevelop a rule for eliminating extreme, deviant scores.
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In the univariate case it is assumed that the scores are a random sample
from a normally distributed population. The data is transformed to standard
form. by: : .
‘ /-
X* =X -X
8

The X° score woufa then be o measure of the score's distance from the distri-
bution mean, Mowever, assuming the score in question is an extreme deviant
from the distribution mean, then the score's large deviation would bias the
computation of the mean and standard deviation. In order to compensate for
this effect, the score being evaluated is removed from the data prior to the
computation of the mean and standard deviation and then evaluated in terms of
its distwoce {rom the distribution of the remaining scores. The X~ in question
is cvaluated by referring te the well-known normal probability function and the
probability that X* belongs to the distribution of the remaining scores is
determined. By a preestablished probability criterion, the score in question
is cither eliminated or maintained as a part of the.data. lhis procedure is
repeated for each score,

In the multivariate case, it is assumed that the scores are a random
sample from a multivariate normally distributed population and the univariate
case is generalized to multivariate space. The multivariate mean or centroid
and variance~covariance matrix is computed without the case that is being
evaluated, and then the distance and probability are computed as in the
univariate case, '

The genceralized distance function is given in matrix notation by:
pe ((X-X" 5" (x-0)1/2,

where X = a acore vector, E = the vector of means, and § = the dispersion
matrix. This expression 13 equivalent to Mahlanobis' d statistic. (The

reader is apared the labsrious task of going through the derivations to arrive
at the multivariate distance function; however, a concise presentation of the
Mahlanebhis derivation appears in Cooley and Lohnes (2).) It should be noted that
X and S are computed without the score vector of the case being evaluated.

The probability function in the multivariate situation can be shown to be
distributed as the well-known F:

F = n-p-1 D
P - 1-1-D
! : n

(Apain, the reader is spared the ‘derivations; Wowever, Anderson (1) has a clear

desceription.) I the probability associated with the calculated F exceeds the

precatablished eriterion, the case is eliminated. This procedure, as in the
“univariate situation, is repeated for each vector of scores.

. g | o,



111. Discussion.

The most important consideration in using thi - pvocedure is the establish -
ment of the probability criterion for eliminating sceics. The purpose of the
procedurc is to climinate inaccurate scores. Elimination of deviant scores
that are true low or high scores would scrve only to decrease the validity
correlation between the selection tests and the criterion of job success.

Consider the formula for a Pearson Product Moment (PPM) correlation:

pxy = 1 Lxy (4)
n  oxay

Eliminating inaccurate deviant scores on the average would decrease the
individual measures of variation, ox and oy, without a propertional decrease
in the covariation of X and Y, Ixy. However, eliminating true low or high
scores that predict well would on the average decrcase the covariation of X
and Y, Txy, without a proportional decrease in their individual variations, ox
and oy. This would result in a spuriouslty lowered validity coef{icient

Setting the probability criterion is a judgmrnt. The primary considera-
tion in this judgment should be the sawple size. In large samples it is more
probable that large deviant scores are accurate values. In small samples there
is less opportunity for true large deviant scores, and consequently, large
deviant scores are less probable. For example, in a random sample of 1,200
one would want to eliminate scoves that have a probability of less than 1 in
1,000 (p = .001) of belonging to the population represented by the remaining
scores., For a sample size of 50, however, one would not want to eliminate a
score with a probability of less than 1 in 50 (. = .02). This would be too
liberal since the elimination of scores is based on the probability that the
score belongs to the population of the remaining scores. A random sample of
1,000 would be representative enough of the population to establish a direct
relationship between sample size and the probability criterion. A sample size
of 50, though, woold not on the average be representative of the population.
Ap = .01 or .005 would be more appropriate for a sample size of 50,

In the case of the current ATCS data, the sample size is approximately
2,000, Consequently, in using the above-described procedures, a probabitit,
of p = .0005 can be reasonably set as the eriterica. This eriterion and the
above procedures in general should mect the C8SC requirements as a reasonable
statistical procedure for climinating inaccurate data.
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